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The estimators in nonparametric statistics depend on smoothing parameters. The choice of those

parameters are crucial for the performance of the estimators. Many criteria for the ”optimal” adapta-

tion of linear curve -or surface- estimators have been proposed in the literature when the observations

are independent. These known criteria, for selecting the smoothing parameters, used in the indepen-

dence context do not work properly in the situation where the data are dependent. In fact, these

criteria tend to underestimate the smoothing parameters when the observations are dependent.

The ambitious goals of this traineeship are,

(-) to study, using simulations, the ineffectiveness of the criteria introduced in the independence

setting when applied to dependent data.

(-) to compare, using simulations, between different criteria introduced in the dependent case for

choosing the optimal smoothing parameters.

(-) to prove some theoretical results that may explain the conclusions of these simulations.

We will focus on a nonparametric regression model:

Yi = g(xi) + εi, 1 ≤ i ≤ n,

with an interest to,

(-) negative dependence type of the errors: ε is a Gaussian vector with Cov(εi, εj) < 0 for any i 6= j.

(-) positive dependence type of the errors: ε is a Gaussian vector with Cov(εi, εj) > 0 for any i 6= j.

(-) errors with Matérn-type correlations.
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