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Context: Numerical simulations have been employed for many years at Stellantis in various engineering domains
(aerodynamics, combustion, electromagnetic, crash, ...) to predict the performance of a parameterized system,
usually built via CAD tools. Optimization methods are used to �nd the optimal settings of this system. Employed
algorithms cope with the fact that the objective function(s) stem from a numerical simulator which takes several
minutes/hours for performing one simulation, and can therefore only be called with parsimony. While these meth-
ods have demonstrated good performance in low dimensional settings (≈ 5-10 design parameters), di�culties are
encountered when the amount of design variables is large, typically over 50.

Objectives of the PhD: The objective of the PhD is to devise and implement an optimization method of high-
dimensional time-consuming simulators. Due to the non-linearity and the computation time (few minutes to several
hours) of the objective function, surrogate-based approaches in the vein of EGO [1] will be used. Those methods
are particularly e�cient in the context of expensive black-box simulations.

There are nonetheless some limitations to these methods. First, they behave poorly in larger dimensions. Recent
research has attempted to tackle the problem, e.g. by emphasizing the most relevant variables [2], or by projecting
the designs in a lower-dimensional subspace where to carry out the optimization [3, 4]. The �rst objective of the
PhD is to devise a method to build an accurate surrogate-model and perform the surrogate-based optimization in
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spite of the high dimensionality.

Another critical issue of EGO-like methods is their scalability with respect to the amount of observations: for tech-
nical reasons (matrix products and inversions), Gaussian Processes (GP) are limited to approximately 1,000-2,000
observations. However, in applications where the objective function is relatively cheap (say a few minutes) and/or
when large parallel computing capabilities are available, this upper bound may be attained and overshot. Building
GPs that can e�ciently cope with moderate sizes of datasets (up to ≈10,000 observations) is a recent research e�ort
[5, 6] which will be followed during this thesis Remark that building GPs allowing more data than the classical limit
(≈1,000) is also a way to improve the predictivity in high dimensional spaces.

Last but not least, the devised optimization method should fully exploit parallel computing capabilities: since it is
possible to compute the objective function simultaneously on a large number of computers/nodes of a cluster, the
method should not provide a single new design per iteration, but rather a large batch of designs. Techniques for
parallelizing the EGO procedure have already been discussed in the literature [7, 8]. But such approaches hinge
on Monte Carlo simulations or blindly trust the surrogate model. They are typically limited to 2-4 designs per
iteration, especially in high dimensional problems. Additionally, the time spent for optimizing such an acquisition
criterion might no longer be negligible when simulations take a few minutes. Devising an e�cient and large-scale
(≈20-50 new designs) acquisition function is an objective of the thesis.
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